ABSTRACT: In order to get an efficient image representation a new adaptive Haar wavelet transform, called Tetrolet transform is introduced. Tetrolet transform is a wavelet based efficient and effective transform, utilizes supports formed by connecting four identical squares known as tetrominoes such that each is connected to at least one other square along its boundary. Haar wavelets are defined on these tetrominoes so as to form a localized orthonormal basis. The procedure is applied on small 4×4 partitions of the low pass image and the sparsest covering from each partition is stored the non-redundancy in the wavelet basis result in sparse image representation. Consequently high compression ratio is achieved after the application of a wavelet shrinkage procedure on the Tetrolet coefficients. In order to reduce the processing cost certain modifications in the original Tetrolet transform are also discussed. Tetrolet transform is an effective technique uses tetrominoes for image compression with less edge blurring. The reduction in file size allows more images to be stored in a given amount of disk or memory space.
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I. INTRODUCTION

The main task in every kind of image processing is finding an efficient image representation that characterizes the significant image features in a compact form. In the last years a lot of methods have been proposed to improve the treatment with orientated geometric image structures. Curvelets [5], Contourlets [10], Shearlets [12], and Directionlets [13] are wavelet systems with more directional sensitivity than classical tensor product wavelets.

Wedgelets [2] use Haar functions on wedge partitions which is followed by the necessary shrinkage algorithm. Grouplets [15] and Easy Path Wavelet Transform [7], are wavelet based compression techniques which involve the definition of neighborhood by creating association fields and high correlation pathways for the sparse representation of two-dimensional data. Bandelet transform [14] is an adaptive technique which functions by image reduction along multiscale vectors which extend through the path of directional features. An image is reduced in a bandelet basis by employing fast subband filtering schemes. Methodologies such as Shearlets [12], Contourlets [10] and Curvelets [5] are non-adaptive image compression techniques. Shearlets [12], are a system of affine-like functions, that can be employed to represent any two dimensional functions which are separated by an amount of from the discontinuities all along the curves. Contourlet transform [10] is a 2D directional non-adaptive multi-resolution image representation scheme that confines the geometric edges of the image and its additional textural characteristics. The process includes the structuring of a discrete domain multi-resolution and multidirectional expansion by the usage of non-separable filter banks.

We have introduced a new adaptive algorithm called Tetrolet Transform whose constrution is similar to the idea of digital wedgelets where Haar functions on wedge partitions are considered. We divide the image into 4×4 blocks, then we determine in each block a tetromino partition which is adapted to the image geometry in this block. Tetrominoes are shapes made by connecting four equal sized squares, each joined together with at least one other square along an edge. On these geometric shapes we define Haar-type wavelets, called tetrolets, which form a local orthonormal basis.

The paper is structured in the following manner. Section II describes the rough idea of Tetrolet Transform and the significant expressions applied in this paper. Section III elaborates the algorithm of the Tetrolet Transform. Section IV deals with the analysis of the adaptivity cost which results in modified versions of the tetrolet transform. Finally, Section V provides some numerical results applying the tetrolet transform to image approximation.
II. TETROLET TRANSFORM

A. Introduction to Tetrolet Transform:

Tetrolet Transform is an adaptive Haar Wavelet Transform used for efficient image representation. In order to explain the idea of the Tetrolet transform we first need some definitions and notations. For simplicity we restrict our considerations to two-dimensional square data sets. Let $I = \{(i,j) : i,j = 0, \ldots, N -1\} \subset \mathbb{Z}^2$ be the index set of a digital image $a = (a(i,j))_{(i,j) \in I}$ with $N = 2^J, J \in \mathbb{N}$. We determine a 4-neighborhood of an index $(i,j) \in I$ by

$$N_4(i,j) := \{(i-1,j), (i+1,j), (i,j-1), (i,j+1)\}$$

An index that lies at the boundary has three neighbors; an index at the vertex of the image has two neighbors. For our analysis we use a one-dimensional index set $J(I)$ by taking the bijective mapping $J : I \rightarrow \{0,1,\ldots, N^2-1\}$ with $J((i,j)) := jN + i$.

A set $E = \{I_0, \ldots, I_r\}, r \in \mathbb{N}$, of subsets $I_\nu \subset I$ is a disjoint partition of $I$ if $I_\nu \cap I_\mu = \emptyset$ for $\nu \neq \mu$ and $\bigcup_{\nu=0}^{r} I_\nu = I$. In this paper we consider disjoint partitions $E$ of the index set $I = \{0,1,\ldots, N^2-1\}$ with $J((i,j)) := jN + i$.

1. Each subset $I_\nu$ contains four indices, i.e. $|I_\nu| = 4$, and
2. Every index of $I_\nu$ has a neighbor in $I_\nu$, i.e. $\forall (i,j) \in I_\nu : (i,j) \in N_4(i,j)$.

We call such subsets $I_\nu$ tetromino, since the tiling problem of the square $[0,N]^2$ by shapes called tetrominoes is a well-known problem being closely related to our partitions of the index set $I = \{0,1,\ldots, N^2-1\}$. We shortly recall this tetromino tiling problem in the next subsection.

B. Tilings by Tetrominoes

Tetrominoes were introduced by Golomb. They are shapes formed from a union of four unit squares, each connected by edges, not merely at their corners. The tiling problem with tetrominoes became popular through the famous computer game classic 'Tetris'. Disregarding rotations and reflections there are five different shapes, the so called free tetrominoes, see Figure 1.
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Figure 1. The five free tetrominoes. O-I-T-S-L-tetromino

Taking the isometries into account, it is clear that every square $[0,N]^2$ can be covered by tetrominoes if and only if $N$ is even. In 1937, Larsson showed that there are 117 solutions for disjoint covering of a $4 \times 4$ board with four tetrominoes. For an $8 \times 8$ board we compute $117^4 > 10^8$ as a rough lower bound of possible tilings. Thus, in order to handle the number of solutions, it will be reasonable to restrict ourselves to an image partition into $4 \times 4$ squares.
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Figure 2. The 22 fundamental forms tiling a $4 \times 4$ board

Regarding additionally rotations and reflections there are 117 solutions. As represented in Figure 2, we have 22 fundamental solutions in the $4 \times 4$ board (disregarding rotations and reflections). One solution (first line) is unaltered by rotations and reflections, four solutions (second line) give a second version applying the isometries. Seven forms can occur in four orientations (third line), and ten asymmetric cases in eight directions (last line).

C. Idea of Tetrolets

The two-dimensional classical Haar wavelet decomposition leads to a special tetromino partition. Introducing the discrete Tetrolet transformation, we recall the conventional Haar case in a notation consistent to the following Tetrolet idea.
In the Haar filter bank, the low-pass filter and the high-pass filters are just given by the averaging sum and the averaging differences of each four pixel values which are arranged in a $2 \times 2$ square. More precisely, with $I_{ij} = ((2i,2j),(2i + 1,2j),(2i,2j + 1),(2i + 1,2j + 1))$ for $i,j = 0,\ldots,N/2-1$, we have a dyadic partition $E = \{I_{00},\ldots,I_{N/2-1,N/2-1}\}$ of the image index set $I$. Let $L$ be the bijective mapping mentioned above which maps the four pixel pairs of $I_{ij}$ to the set $\{0,1,2,3\}$, i.e., it brings the pixels into a unique order.

Then we can determine the low-pass part

$$a^1 = (a^1[i,j])_{i,j=0}^{N-1} \text{ with } a^1[i,j] = \sum_{(i',j') \in E_{ij}} \in [0,1] a[i',j']$$

as well as the three high-pass parts for $l = 1,2,3$

$$w^l = (w^l[i,j])_{i,j=0}^{N-1} \text{ with } w^l[i,j] = \sum_{(i',j') \in E_{ij}} \in [1,1] a[i',j']$$

Where the coefficients $\in [l,m],m = 0,\ldots,3$, are entries from the Haar wavelet transform matrix

$$W = (W[i,m])_{i,m=0}^{N-1} = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ -1 & -1 & -1 & 1 \\ 1 & 1 & -1 & -1 \end{pmatrix}$$

Obviously, the fixed blocking by the dyadic squares $I_{ij}$ is very inefficient because the local structures of an image are disregarded. Our idea is to allow more general partitions such that the local image geometry is taken into account. Namely, we use tetromino partitions.

### III. TETROLET FILTER BANK ALGORITHM

We start with the input image, then we will be able to apply $J-1$ levels of the tetrolet transform. In the $r$-th level, $r = 1,\ldots,J-1$, we do the following computations.

**Step 1:** Divide the low-pass image $a^{j-1}$ into blocks $Q_{ij}$ of size $4 \times 4$, $i,j = 0,\ldots,N/4^r - 1$.

**Step 2:** In each block $Q_{ij}$ we consider the 117 admissible tetromino coverings $c = 1,\ldots,117$. For each tiling $c$ we apply a Haar wavelet transform to the four tetromino subsets $I_{ki}^{(c)}, s = 0,1,2,3$.

In this way we obtain for each tiling $c$ four low-pass coefficients and 12 tetrolet coefficients. More precisely, in $Q_{ij}$ we compute analogously to eq. (1) and eq. (2) the pixel averages for every admissible tetromino configuration $c = 1,\ldots,117$

$$a^{r(c)} = (a^{r(c)}[s])_{s=0}^{\infty} \text{ with } a^{r(c)}[s] = \sum_{(m,n) \in I_{ki}^{(c)}} \in [0,1] a^{r-1}[m,n],$$

as well as the three high-pass parts for $l = 1,2,3$

$$w^{r(c)} = (w^{r(c)}[s])_{s=0}^{\infty} \text{ with } w^{r(c)}[s] = \sum_{(m,n) \in I_{ki}^{(c)}} \in [l,1] a^{r-1}[m,n],$$

where the coefficients $\in [l,I_{ki}(m,n)]$ are given in eq. (3) and where $L$ is the bijective mapping mentioned above relating the four index pairs $(m,n)$ of $I_{ki}^{(c)}$ with the values $0$, $1$, $2$, and $3$ in descending order. That means, by the one-dimensional indexing $I_{ki}(m,n)$ the smallest index is identified with the value $0$, while the largest with $3$.

Then we choose the covering $c$ such that the 11-norm of the 12 tetrolet coefficients becomes minimal

$$C^* = \arg \min \sum_{l=1}^{3} w^{r(c)}[s]$$

**Step 3:** In order to be able to apply further levels of the tetrolet decomposition algorithm, we rearrange the entries of the vectors $a^{12(c)}$ and $w^{12(c)}$ into $2 \times 2$ matrices using a reshape function $R$.

$$a_{ij}^{(c)} \leftrightarrow R(a^{r(c)}) = \begin{pmatrix} a^{r(c)}[0] & a^{r(c)}[1] \\ a^{r(c)}[2] & a^{r(c)}[3] \end{pmatrix}$$

and in the same way $w_{ij}^{r(c)}$ for $l = 1,2,3$. 
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Step 4: After finding a sparse representation in every block $Q_{ij}$ for $i, j = 0, \ldots, N/4^r - 1$, we store the low-pass matrix $a^{r \mid j} = \left( a^{r \mid j} \right)_{i \in N/4^r - 1}$ and the high-pass matrices $w^{r \mid j} = \left( w^{r \mid j} \right)_{i \in N/4^r - 1}$, $l = 1, 2, 3$, replacing the low-pass image $a^{r-1}$ by the matrix $a^{r \mid j} w^{r l} \mid j$. After a suitable number of decomposition steps, we apply a shrinkage procedure to the tetrolet coefficients in order to get a sparse image representation.

Step 5: Apply step 1 to 4 to the low-pass image up to a suitable number of decomposition levels.

IV. COST OF ADAPTIVITY

We will address the costs of storing additional adaptivity information. It is well known that a vector of length $N$ and with entropy $E$ can be stored with $N \cdot E$ bits. Hence, the entropy describes the required bits per pixel (bpp) and is an appropriate measure for the quality of compression. In the following, we propose three methods of entropy reduction in order to reduce the adaptivity costs.

The simplest approach for entropy reduction is reduction of the symbol alphabet. The tetrolet transform uses the alphabet $\{1, \ldots, 117\}$ for the chosen covering in each image block. If we restrict ourselves to 16 essential configurations that feature different directions considerably reduce the entropy as well as computation time.

Figure 3. The a priori selected 16 tiling’s with different directions

A second approach to reduce the entropy is to change the distribution of the symbols. Relaxing the tetrolet transform we could allow that only very few tiling’s are preferred. Hence, we allow the choice of an almost optimal covering $c^*$ in eq. (6) in order to get a tiling which is already frequently chosen. More precisely, we replace eq. (6) by the two steps:

1. Find the set of almost optimal configurations that satisfy with a predetermined tolerance parameter $\theta$.

   \[
   \sum_{c=1}^3 \sum_{a=0}^3 |w^{r \mid j}_d| [s] \leq \min \sum_{c=1}^3 \sum_{a=0}^3 |w^{r \mid j}_d| [s] + \theta
   \]

2. Among these tilings choose the covering $c$ which is chosen most frequently in the previous image blocks.

Using an appropriate relaxing parameter $\theta$, we achieve a satisfactory balance between low entropy and minimal tetrolet coefficients.

The third method also reduces the entropy by optimization of the tiling distribution. After an application of an edge detector, we use the classical Haar wavelet transform inside flat image regions. In the image blocks that contain edges we make use of the strong adaptivity of the proposed tetrolet transform.

V. RESULTS AND ANALYSIS

A. Standard Tetrolet Transform:

We apply a complete wavelet decomposition of an image and use wavelet shrinkage with global hard thresholding choosing the threshold $\lambda$ such that a certain number of largest wavelet coefficients is retained.

Figure 4 illustrates the reconstruction of the ‘Lena’ image using Tetrolet transform and Biorthogonal Wavelet transform.
The 256 × 256 Lena image in Figure 4 shows that the tetrolet transformation gives excellent results. The reconstructed image achieves a remarkable PSNR of 30.3034 dB because the orientated edges are well adapted. Though the Haar-like tetrolets are not continuous, even for natural images the tetrolet filter bank outperforms the tensor product wavelets with the biorthogonal 9-7 filter bank.

B. Modified Tetrolet Transform:

In order to reduce the storage costs we had discussed some approaches related to entropy reduction in section IV and those are the modified tetrolet transforms. Figure 5 shows the reconstruction of the Lena image using the Modified Tetrolet Transforms.

Tetrolet 16, Tetrolet relaxed, Tetrolet edge are three different methods that are used for adaptivity costs. All those 3 methods can be combinely applied on an input Lena image and results the following image (figure 6) which offers a low storage cost when compared to any other method.

Considering the adaptivity costs we compare the standard tetrolet transform with its modified versions. Of course, reduction of adaptivity cost produces a loss of approximation quality. Hence, a satisfactory balance is
necessary. For a rough estimation of the complete storage costs of the compressed image with \(N^2\) pixels we apply a simplified scheme

\[
\text{cost}_{\text{full}} = \text{cost}_w + \text{cost}_p + \text{cost}_A
\]

Where \(\text{cost}_w = 16 \times M/N^2\) are the costs in bpp of storing M non-zero wavelet coefficients with 16 bits. The term \(\text{cost}_p\) gives the cost for coding the position of these M coefficients by

\[
- \frac{M}{N^2} \log_2 \left( \frac{M}{N^2} \right) - \frac{N^2 - M}{N^2} \log_2 \left( \frac{N^2 - M}{N^2} \right).
\]

The third component appearing only with the tetrolet transform contains the cost of adaptivity, \(\text{cost}_A = E \times R/N^2\), for R adaptivity values and the entropy E.

Comparison of Tetrolet transform, Biorthogonal wavelet transform and modified tetrolet transforms regarding quality (PSNR in dB), storage cost (\(\text{cost}_{\text{full}}\) in bpp), decomposition time and reconstruction time is shown in Table 1.

<table>
<thead>
<tr>
<th>Transform Technique</th>
<th>PSNR (in dB)</th>
<th>Storage Cost (in bpp)</th>
<th>Decomposition time (sec)</th>
<th>Reconstruction time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetrolet</td>
<td>30.3034</td>
<td>1.2304</td>
<td>1.4881</td>
<td>2.1302</td>
</tr>
<tr>
<td>Biorthogonal</td>
<td>28.1926</td>
<td>0.7003</td>
<td>0.33405</td>
<td>0.029841</td>
</tr>
<tr>
<td>Tetrolet 16</td>
<td>29.757</td>
<td>1.0019</td>
<td>0.32256</td>
<td>1.3728</td>
</tr>
<tr>
<td>Tetrolet rel</td>
<td>29.9938</td>
<td>0.95683</td>
<td>0.61646</td>
<td>1.4368</td>
</tr>
<tr>
<td>Tetrolet edge</td>
<td>30.1066</td>
<td>1.099</td>
<td>0.65565</td>
<td>1.4084</td>
</tr>
<tr>
<td>Tetrolet 16 rel edge</td>
<td>29.4846</td>
<td>0.85469</td>
<td>0.47406</td>
<td>1.3751</td>
</tr>
</tbody>
</table>

Table 1. Comparisons of various transform techniques

From above table, it is observed that the Tetrolets offer better PSNR results than any of the compared techniques by using lesser number of coefficients. It is also observed that the relaxed versions of the tetrolet result in lower Storage compared to the Tetrolet transform. The modified versions of the tetrolet transform offer better reconstruction time and deconstruction time than the tetrolet transform.

VI. CONCLUSION AND FUTURE WORK

In this thesis we studied an adaptive image compression technique which has non-redundant tetromino basis functions and a fast filter bank algorithm. Implementation results prove that by selecting a suitable relaxing parameter, low cost of adaptivity using minimum Tetrolet coefficients can be achieved. It is also verified that Tetrolet Transform achieves similar reconstruction results as compared to tensor product wavelet transform using lesser number of coefficients. The modified versions of tetrolet transform also offers better results as compared to tetrolet transform. This compression technique can also be used for image denoising. The research could also be well extended to other image processing areas such as face recognition, edge detection and video editing.
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