New Approach of Ranking Model Adaption for Domain Specific Search
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ABSTRACT: In this context, search engines have become indispensable tools for users to find the information they need in such an enormous universe. If a search engine get domain specific information such as that belong only to a particular topic, it is referred to as domain specific engine. Applying ranking model for broad based to domain specific search does not get good performance because of domain differences. To construct a different ranking model for each domain is time consuming. In this paper, we propose a new technique for adapting ranking model to all domains for example education, medical, news by using a algorithm called ranking adaption SVM. A domain specific ranking model provides less search results to the data from a specific domain related to the search given input by the user. The ranking order determined by numerical score that is frequency of keyword contains in url and url documents.
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I. INTRODUCTION

The increase of different search engines it become difficult for a user to search exact information. Search engines have become indispensable tools for users to find the information they need. However, traditional search engine techniques are not the best choice when the uses are interested finding information about topics that are not very popular on the web. Presenting the results to users classified into different categories, define by the possible meanings of the user keyword would be very useful. Ranking of query results is one of the fundamental problems in information retrieval, the engineering search engine given a query q and the collection D of documents that match the query, the problem is to rank, that is sort document in D according to some criterion so that the best result appears early in the result list displayed to its user. In domain specific search engine is more efficient which so is through searching a subset of documents by focusing of particular document.

1.1 PROCEDURE

This paper is integrated with following Modules:

A. Data Preparation Module.
B. Retrieval of Related Documents Module.
C. Processing Documents Module.
D. Ranking Module.

A. Data Preparation

The input keyword is accepted from the users. This keyword is input to the WordNet software being installed, programmatically. The relative concepts, the synonyms and other forms of the keywords are extracted from the obtained information. The output of this module is a set of related words including the keyword.
B. Retrieval of Related Documents
The user shall input a keyword and the Domain. The keyword and its related meanings are sent to Google and the answer is retrieved. These include the urls and the snippets related to the input. All the obtained urls are then traversed to the documents and these are saved in hard disk drive.

C. Processing Documents
The documents that are stored in the hard disk are read and are parsed so as to extract the document content, excluding the html content. The stopwords from documents are removed. The keywords are calculated along with their frequency. These keywords along with the frequency and the urls are stored in the database.

D. Ranking
Training the data consist of queries and document matching them together with relevance degree of each match, who check the results for some queries and determine relevance of each result. This is done by comparing the input keyword and domain with document keyword. This is applied as input to a classifier so as to predict the highest ranking document.

1.2 ALGORITHM
Ranking RA - SVM (Ranking Adaption - Support Vector Machine), is one of the pair wise ranking methods, which is used to adaptively sort the web pages by their relationships to a specific query. A mapping function is required to define such a relationship. The mapping function projects each data pair on to feature space. Ranking RA - SVM includes three steps in the training period,
Step 1. It maps the similarities between queries and the clicked pages on to certain feature space.
Step 2. It calculates the distances between any two of the vectors obtained in the previous step.
Step 3. It forms optimization problem which is similar to RA - SVM classification and solve such problem with regular RA - SVM solver.

- RANKING ADAPTATION SVM
It is supposed that if the target domain and the auxiliary domain are to be related then their respective ranking function f and fa have similar shapes in the function space IRs—>IR.

fa really provides a past knowledge for the distribution of f in their parameter space.

The Ranking Adaptation SVM’s learning problem can be formulated as,

\[ \min_{f, f_a} \left( 1 - \frac{\delta}{2} \right) - \frac{1}{2} \left( \|f\|^2 + \gamma/2 \|f - f_a\|^2 \right) + C \sum_{i,j,k} \xi_{ijk} \]

The adaptation regularization term in the objective function is \( \|f - fa\|^2 \). This regularization term minimizes the distance between the ranking functions. i.e., the ranking function in auxiliary domain and the target domain of function space or the parameter space, to make them close.

The parameter \( \delta \in [0,1] \) is a trade off term. This is to balance the contributions of large-margin regularization \( \|f\|^2 \) and adaptation regularization \( \|f - fa\|^2 \).

Large-margin regularization term makes the learned ranking model to be numerically stable.

When \( \delta = 0 \), RA-SVM is equal to directly learn Ranking SVM over the target domain, without the adaptation of the ranking function of the auxiliary domain fa.
II. BLOCK DIAGRAM

User enters the domain and keyword in the web. Then the URLs are retrieved from the web by related keywords. The system removes the stop words and calculates the frequency after retrieving the documents. Compare the keyword and domain with document keyword. This is applied as input to a classifier so as to predict the highest ranking document.

III. CONCLUSION AND FUTURE WORK

Construct a one model for each domain is difficult and time consuming for learning the model. This project aims to adapt the ranking model for different domains from broad-based search. The adapted ranking SVM performs better than other ranking models since it has many advantages. It saves the time, labeling cost and computation cost of training process is reduced. Ranking adaptation SVM works well with Domain Specific Search engines. The system is implemented fulfilling all client requirements. The interfaces designed for the system are very user-friendly and attractive. It has successfully implemented the operations of an organization like creating various domains.
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