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ABSTRACT: Building high Quality cloud applications becomes an immediately required research problem in cloud computing technology. Non-functional performance of cloud services is generally described by Quality-of-Service (QoS). To acquire QoS values, real-world usage of services candidates are generally required. At this time, there is no framework that can allow users to estimate cloud services and rank them based on their QoS values. This paper intends to framework and a mechanism that measures the quality and ranks cloud services for the users. CloudRank framework by taking the advantage of past service usage experiences of other users. So it can avoid the time consuming and expensive real life service invocation. This methodology determines the QoS ranking directly using the two personalized QoS ranking prediction approach namely, CloudRank1 and CloudRank2. These algorithms make sure that the active services are correctly ranked. The core determination is ranking prediction of client side QoS properties, which likely have different values for dissimilar users of the same cloud service. It estimates all the applicant services at the user-side and rank the services based on the observed QoS values.
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I. INTRODUCTION

Recent days the cloud computing technology is popular because it is an attracting technology in the field of computer science. Cloud computing is internet based computing that generally referred the shared configurable resources (e.g., infrastructure, platform, and software) is provided with computers and other devices as services. Cloud computing entrusts services with a customer’s data, software and computation over a network. The customer of the cloud can get the services through the network. In other words, users are using or buying computing services from others. Cloud can provide Anything as a Service (AaaS). In Cloud technology the QoS based service selection is an essential research topic. When many services offer similar functionality QoS values show a critical role for separating the optimal service for that particular task [8]. Because many number of cloud services are available. Since the user points of view, it is difficult to choose the best service and what mechanism used to select their services [6]. QoS models are associated with End-Users and providers.

In existing system Component-based system [15], cloud applications usually involve several cloud components communicating with each other over application programming interfaces, such as through web services. The process of this cloud application is collected by a number of software components, where each component fulfills a specified functionality. While there are a number of functionally equivalent services in the cloud, optimal service selection becomes essential. Once construct the best cloud service selection from a set of functionally the same services, QoS values of cloud services give key information to help decision making. Software components are invoked locally, whereas in cloud applications.

Cloud services are invoked remotely by Internet connection. Client-side performance of cloud services is thus seriously influenced by the unpredictable Internet connections. Therefore, different cloud applications may receive dissimilar levels of quality for the matching cloud service, so it need the additional invocations of cloud services. But it has following cons:

1. When the number of applicant services is huge, it is complicated for the cloud application designer to estimate all the cloud services resourcefully
2. QoS is very low so Improve the overall quality, by replacing the low quality components with better ones.
This work explores the issue of QoS Evaluation of Web Services, Neighborhood based QoS Prediction of Web Services, and Model-based QoS Prediction of Web Services.

II. RELATED WORK

There have been many studies of Quality-of-Service for cloud services. Since this work explores the issue of building high quality cloud applications, Quality-of-Service (QoS) is usually describing the non-functional characteristics of services and employed as an important differentiating point of different Web services. Users in different geographic locations collaborate with each other to evaluate the target Web services and share their observed Web service QoS information. Areas related to this work include the following: QoS Evaluation of Web Services, Neighborhood-based QoS Prediction of Web Services, and Model-based QoS Prediction of Web Services.

2.1 QoS Evaluation of Web Services

To accomplish efficient Web service evaluation, we recommend a distributed QoS evaluation framework for Web services. This framework employs the idea of user-collaboration, which is the means the concept of Web 2.0. In our framework, users in different geographic locations distribute their observed Web service QoS information. That information is stored in a centralized server and will be reused for any other users.

2.2 Neighborhood-based QoS Prediction of Web Services

To exactly predict the Web service QoS values, we suggest a neighborhood-based collaborative filtering approach for predict the QoS values for the active user by employ past Web service QoS data from other similar users. Our approach systematically combine the user based approach and the item-based approach and it requires no Web service invocations and can help service users find out appropriate Web services by analyze QoS information from their similar users.

2.3 Model-based QoS Prediction of Web Services

The neighborhood-based QoS prediction approach has several drawbacks, including (1) the computation complexity is too high, and (2) it is not easy to find similar users/items when the user-item matrix is very sparse. To address these drawbacks, we plan a neighborhood-integrated matrix factorization (NIMF) approach for Web service QoS value prediction. Our approach explores the social wisdom of service users by systematically fusing the neighborhood based and the model-based collaborative filtering approaches to achieve higher prediction accuracy.

Item-Based Top-N Recommendation Algorithms that determine the similarity among the different items from the set of items to be suggested. The steps in this class of algorithms are (i) the method used to calculate the similarity between the items, and (ii) the method used to combine these similarities in order to calculate the similarity between a bin of items and a candidate recommender item. The goal of top-N recommendation algorithm was to categorize the items purchase by an individual consumer into two classes: like and dislike. This algorithm is faster than the conventional user-neighborhood based recommender systems and it provide recommendation with comparable or better quality. The proposed algorithms are independent of the size of the user–item matrix [1].
Automatic Weighting Scheme for Collaborative Filtering that automatically computes the weights for different items based on their ratings from training users. The new weighting scheme will create a clustered distribution for user vectors in the item space by bringing users of similar interest’s closer and separating users of different interests more distant but it provides low performance than Pearson Correlation Coefficient method [2].

The Collaborative Filtering technique that predict the missing data. It is making automatic predictions (filtering) about the interests of a user by collecting taste information from many other users (collaborating). User-based collaborative filtering predicts the ratings of active users based on the ratings of similar users found in the user-item matrix, Item-based collaborative filtering predicts the ratings of active users based on the information of similar items computed but it increases the density of User-Item Matrix and it predict some of the missing data only [18]. Collaborative filtering approach that addresses the item ranking problem directly by modeling user preferences derived from the ratings. It performs ranking items based on the preferences of similar users and it is used to identifying and aggregating the preferences in order to produce a ranking of items but it need to including data smoothing for improving traditional rating oriented collaborative filtering and then it has to utilize content information to our ranking-oriented approach [19].

III. ARCHITECTURE

The CloudRank framework provides optimal service selection from the more number of equivalent functionalities. Quality-of-service can be measured at the server side or at the client side. Client-side QoS properties provide more realistic measurements of the user usage experience. The generally used client-side QoS properties include response time, throughput, failure probability, etc. the system architecture of, which provides personalized QoS ranking prediction for cloud services. Within the framework it has many modules there are:
A. Similarity Computation

The similarity computation of active users and training users are calculated based on the user provided qos values using Kendall Rank Correlation Coefficient (KRCC). It evaluates the degree of similarity by considering the number of inversions of service pairs which would be needed to transform one rank order into the other. The KRCC value of user’s \( u \) and \( v \) can be calculated by,

\[
Sim(u, v) = \frac{C - D}{N(N - 1)/2}
\]  

(1)
Where \( N \) is the number of services, \( C \) is the number of concordant between two lists, \( D \) is the number of discordant pairs, and there is totally \( N (N-1)/2 \) pairs for \( N \) cloud services. Ranking similarity is determined between the users. The response-time values on set of cloud services observed by the users are different.

**B. Find Similar Users**

Set of similar users can be identified to the Active user. Information of all the users for making ranking prediction, which may include dissimilar users. QoS values of dissimilar users will greatly influence the prediction accuracy. In our approach, a set of similar users is identified for the active user \( u \) by,

\[
N(u) = \{v | v \in T_u, Sim(u,v) > 0, v \neq u\}
\]

Where \( T_u \) is a set of the Top-K similar users to the user \( u \) and \( Sim(u,v) > 0 \) excludes the dissimilar users with negative similarity values. The value of \( Sim(u,v) \) in 2 is calculated by (1)

**C. Personalized Service Ranking**

First predict the missing QoS values before making QoS ranking. Accurate QoS value is predicted using rating-oriented collaborative filtering approach. It does not lead to accurate QoS ranking prediction use two ranking algorithm.

**D. Provide the Service to Active User**

Personalized service ranking takes the advantage of past usage experiences of similar users. Then ranking prediction results are provided to the active user. Further exact ranking prediction results can be achieved through providing QoS values on more cloud services.

### IV. ALGORITHM

In previous paper use the greedy based algorithm, it treats the explicitly rated item and unrated item equally so it does not use effectively and also does not guaranteed to delivered the services. So in our paper use the two ranking algorithm, the first one is CloudRank1 and next is CloudRank2.

**Calculate sum of preference**

Our ranking-oriented approaches predict the QoS ranking directly without predicting the corresponding QoS values. Rank the employed cloud services in \( E \) based on the observed QoS values stores the ranking, where \( t \) is a cloud service and the function \( \rho \) returns the corresponding order of this service. The values of \( \rho \) are in the range of, \([1, |E|]\) where a smaller value indicates higher quality.

**CloudRank1 Algorithm:**

**Step 1:**

Compute the sum of preference values with all other services by

\[
\pi(i) = \sum_{j \in E} \psi(i,j)
\]

Larger \( \pi(i) \) value indicates more service \( s \) is less than \( i \). The value of the preference function \( \psi(i,j) \) is anti symmetric, i.e., \( \psi(i,j) = -\psi(j,i) \)

The preference function \( \psi(i,j) \) where service \( i \) and service \( j \) are not explicitly observed by the Active user \( u \).

\[
\varphi(i,j) = \sum_{v \in N(u)} w_v (q_{ij} - q_{ij})
\]

**Step 2:**

Where \( v \) is a similar user of the active \( u \), \( N(u) \) is a subset of similar users, who obtain QoS values of both services \( i \) and \( j \), and \( w_v \) is a weighting factor of the similar user \( v \), which can be calculated by

\[
w_v = \frac{Sim(u,v)}{\sum_{v \in N(u)} Sim(u,v)}
\]

\( w_v \) makes sure that a similar user with higher similarity value has greater impact on the preference value prediction in (3). With (3) and (4), the preference value between a pair of services can be obtained by taking advantage of the past usage experiences of similar users.
The Consistency of the ranking $\rho$ with the preference value calculated by

$$v^\phi(p) = \sum_{i,j \notin \rho(p) \land \rho(i) \neq \rho(j)} \phi(i,j)$$

(5)

Step 3:
In this step, services are ranked from the highest position to the lowest position by picking the service $t$ that has the maximum $\pi(t)$ value. The selected service $t$ is then removed from $I$ and the preference sum values $\psi(i)$ of the remaining services are updated to remove the effects of the selected service $t$.

It treats the employed services in $E$ and the non-employed service in $I - E$ identically which may incorrectly rank the employed services. This step, the initial service ranking is updated by correcting the rankings of the employed services in $E$. Thus this algorithm guarantees that the employed services are currently ranked.

CloudRank2 Algorithm:
Step 1:
Calculate Confidence Values:

The preference values $\psi(i,j)$ in the CloudRank1 algorithm can be obtained explicitly or implicitly. When the active user has QoS values on together the services $i$ and service $j$, the preference value is attained explicitly. Assuming there are three cloud services $a$, $b$, and $c$. The active users have invoked service $a$ and service $b$ previously.

The list further down shows how the preference values of can $\psi(a,b)$, $\psi(a,c)$, and $\psi(b,c)$ be attained explicitly or implicitly.

- $\psi(a,b)$ Obtained explicitly.
- $\psi(a,c)$ Obtained implicitly by similar users with similarities of 0.1, 0.2, and 0.3.
- $\psi(b,c)$ Obtained implicitly by similar users with similarities of 0.7, 0.8, and 0.9.

In the above example, we can see that different preference values have different confidence levels. It is clear that $C(a,b) > C(b,c) > C(a,c)$ where $C$ represents the confidence values of different preference values. The confidence value of $\psi(a,b)$ is higher than $\psi(a,c)$, since the similar users of $\psi(b,c)$ have higher similarities.

Step 2:
CloudRank2, which uses the following, rules to compute the confidence values:

1. If the user has QoS value of these two services $i$ and $j$. The confidence of the preference value is 1.
2. When employing similar users for the preference value prediction, the confidence is determined by similarities of similar users as follows:

$$C(i,j) = \sum_{v \in N(u) \cap E} w_v \text{Sim}(u,v)$$

(6)

Where $v$ is a similar user of the active user $u$, $N(u)$ is a subset of similar users, who obtain QoS values of both services $i$ and $j$, and $w_v$ is a weighting factor of the similar user $v$, which can be calculated by

$$w_v = \frac{\text{Sim}(u,v)}{\sum_{v \in N(u) \cap E} \text{Sim}(u,v)}$$

(7)

$w_v$ makes sure that a similar user with higher similarity value has greater impact on the confidence calculation. Equation (6) guarantees that similar users with higher similarities will generate higher confidence values. This algorithm achieved more accurate ranking prediction of cloud services.
V. CONCLUSION

In this work, we have developed an efficient and effective utilization of cloud services access from the cloud providers. It is greatly useful for the cloud users that decide the best cloud services. We recommend a personalized QoS ranking prediction framework for cloud services, which need no additional service invocations when making QoS ranking. By taking advantage of the past experiences of other users, in our ranking approach find out and aggregates the preferences between pairs of services to produce a ranking of services. At last performance is enriched by efficiently utilizing the cloud services. The future work includes a low level specification for the user preferences and enhancing the proposed trade-off algorithm by adaptively controlling the number of concurrent proposals in a burst mode proposal to reduce the computational complexity. Improve the more ranking accuracy of this approach by using additional techniques and perform more investigations on the correlations and combinations of different QoS properties. Publicly release the QoS data set for future research.
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